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Abstract:
In this paper we introduce a fingerprint recognition system

based on Cellular Neural Networks (CNN) algorithms. This
system is divided into three parts. First, the fingerprint image is
enhanced then ridgeline is thinned. Finally matching is
employed. Fingerprint thinning is proposed by employing a new
approach using CNN. Simulation result shows the effectiveness
of the proposed method.
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1. Introduction
At present, identifying is a hot topic in modem society and

many methods are applied in personal identification. However,
fingerprint verification is a popular and standard biometric
identification. Fingerprint has immutability and individuality
feature. It is used widely in security products such as entrance
control, ATM, operating system, etc. Therefore, we put forward
CNN develop fingerprint recognition.
The structure of Cellular Neural Networks (CNN) is

presented by Chua [1]. CNN Universal Machine is a low cost
and low power supercomputer and it is at least 1000 times faster
than equivalent DSP solutions about complex image processing
tasks [2] Hence, it's very useful on image processing. Recently,
the published papers which use CNN to deal with fmgerprint
almost pay attention to fingerprint enhancement and pattem
thinning [3] [4] [6]. However, the complete structure of
fingerprint recognition is less provided. From above reason, we
build the complete process about fingerprint recognition. The
processes of fingerprint recognition, fingerprint enhancement,
ridgeline thinning, matching, and recognition, are described
clearly in section 2. It is noteworthy that ridge thinning and
feature extraction are proposed by employing a new approach
using CNN. Simulation results are presented in section 3.
Finally, conclusions are given in section 4. Particularly, the
thinning algorithm is better than Qun Gao's method. [10]

2. Description of theory and design

2.1 The flowchart of system
The system described in this paper is depicted in Fig.l.

Fingerprint enhancement and ridgeline thinning are employed
before matching. Then feature extraction, recording the
bifurcation, and transformation are completed. Finally the
results are compared with database of fingerprint for
identifying.

X, - - - ---

Fig.1 The fingerprint recognition system

2.2 Fingerprint enhancement

In the section about clearing and strengthening, due to the

theorems are too many and very excellent. So, we refer to the

paper "FINGERPRINT IMAGE ENHANCEMENT USING

CNN GABOR-TYPE FILTERS" [5] published by Saatci, E. and

Tavsanoglu, V., and apply the method to the picture of

fingerprint.
GABOR-TYPE FILTERS is described that fingerprint which

is like sinusoidal wave is presented in formn of level and smooth

profile, and every point which is on the profile is fit the relative

varied angle. After importing the image, the angle of every point
is compared with the angle of relative else point. If the value is

different and the smooth result is presented by the other points,
it will be enhanced, and then the clear picture is presented.

2.3 Ridgeline thinning
Because it is more difficult to search the bifurcation directly

from fingerprint by Cellular Neural Networks, ridgeline must be

thinned before extracting the feature point.

Ridgeline thinning, exactly as it's meaning, let the object on

the imnage which could be presented by its skeleton, and the

width is just one pixel. At this time, we refer to the parallel
image thinning [7] and present the new method called

CNNThinning by Cellular Neural Network to complete the

work.

2.3.1 Paralel image thinning
Border point is what we want to delete through the thinning

processing. According to the defiition: there are four kinds of

border points which are east, west, south, and north four border

points, respectively. To judge these pixels which are border

points on the image are first important factor of thinning. So, the
detailed definition about the border point is expressed below. As

Fig.2 shows that let P0 is the center. If P4 is white, we call P0 as

east border point and other points such as P8, P6, and P2 are to
reason by analogy. Next, the processing of thinning is shown in
Fig.3. At first the image is divided into many blocks and the
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size of a block is 3 by 3. One direction border point has three
kinds of templates. If the block is matched with any template,
the pixel will be deleted. It must be noted that the ridgeline
might disappear when four border points are considered at the
same time. So, we just scan one direction every time. It will be
one circle after scanning four directions, until the optimization
thinning image is presented.
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Fig.3 Block diagram of thinning
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2.3.2 Ridgeline thinning by CNN
According to the above description, the thinning image will

be presented if we constantly find the pixels, which are the
border points, and delete them. It is more suitable to choose the
CNN innovation theory to implement. By the way, one template
of every border point is a complete method of CNN.

Before To perform the process of ridgeline thinning, every
template must be named respectively and given some
parameters. For example, the first templates of east border point.
It is called CNNE1 and others are to the reason by analogy. All
templates of CNN parameter (A, B, z) are presented as
following depiction.
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For example: Besides the values of P3, P5, and P8 are 1,
the others are -1. We take the amount to put in the function. If
the answer is 12, this point is a cross point. In other words, if
this point is cross point, its amount is necessary 12. In view of
this character, we apply CNN theory to complete it. The
parameters are given as follow.
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Through all the direction templates, the four directions border
points are received. Finally, the thinning image is acquired via
the image processing of CNN such as LOGOR and LOGDIF
below.

Input

LOGDIF

(3
Fig.4 Block diagram of border point searching

2.4 Matching and Recognition
In this section, it is divided into two parts. The one is feature

extraction and another is contrasting method. The detailed
methods are introduced in next paragraph.

2.4.1 Feature extraction
The feature point which is the cross point shown in Fig.5 is

the important basis in fingerprint recognition. The idea about
feature extraction is published by A. Wahab, S.H.Chin, and
E.C.Tan [8]. It could be realize by CNN.

Bifrcton

Fig.5 Bifurcation

2.4.1.1 Feature Extraction using CNN
As Fig.2 depicted, P0 is the pixel that we want to analyze.

The method of feature extraction could be described by the
function.

8

IP(k + 1) - P(k)l = 12
k=1

b, =jUk-UjI wherek=(i+1)mod8 for i=l1-8

2.4.1.2 State Dynamic Route
State Dynamic Route [1][9] is applied to analyze the path of

varied state when the parameter is given. CNNFeatureExtract
is presented below:

ii = _X + A ® Yi, + B CIU,.I|+ z

x1 = -xi + aoof(xj)+ AiC Y%j+ B ®9|UijI+ z

g (xij) Wy (t)

Xij= g (Xij )+ Wij (Xij Xt

Via this function, State Dynamic Route is shown as Fig.6. Only
the pixels, which fit the feature points, are black and the others
are become to white.
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Fig.6 (a) Dynamic Route of CNN_Feature_Extract
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Fig.6 (b) Dynamic Route of CNN_Feature_Extract

2.4.2 Matching
Fingerprint contrasting is the key process of all structure

about identification. At the moment, there are many methods
about contrasting, like field line matching, feature classification,
and checking the distance of center point to delta, etc.
The new contrasting method is presented in the paper. The

idea is implemented according to the distribution of feature
points and the process of contrasting is as Fig.7 depicted.

At first, the point at the center is the origin and then distance
and the angle of the feature point are recorded. Then, the records
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are classified by the structure of disc as Fig.8. The Mean and
standard deviation of angle and distance in sector are calculated
and recorded. Finally, the process ofmatching is performed.
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Fig.7 Block diagram of matching

Fig.8 Feature points are classified by structure of the disc

3. Achievement of research

Fig.9 Fingerprint enhancement

Fig.10 ridgeline thinning

Fig.11 feature extraction

demonstrations, fingerprint enhancement,

ridgeline thinning, and feature extraction are employed
successfully. Particularly, ridgeline thinning is an important
image process and a fine thinning algorithm could improve the
accuracy of matching. In other words, if the thinning pattem is
not ideal, features will not be extracted accurately. In this paper,
we make a comparison showed at Figl2 between our thinning
algorithm and Qun Gao's. It is clear that the method by CNN is
better than [10] either continuity of line or degree of
thinning. Moreover, the algorithms of ridgeline thinning and
feature extraction also could be applied in digital signature.
Simulation result shows the effectiveness of the proposed
method.

Fig.12 (a) CNN Thinning (b)Qun Gao's method
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4. Conclusion
In above the
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